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Program Executive Office Command, Control, Communications & Network (PEO C3N)

UNGLASSIFIED // APPROVED FOR PUBLIC RELEASE . Effective 01 October 2025, PEO structure to align
with Army and NGC2 construct -- move from silo’d
P EO C3 N ORGAN IZATI ON programs to capabilities-based portfolios
*  Architecture and Integration will be centralized at
PEO level and managed top down
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Reimagined PEO structure driven by alignment to Army’s approach to Next Generation Command &
. . ags . . .
Control (NGC2) - enabling portfolio management to seamlessly facilitate trades within the portfolio and to

drive more efficient and rapid delivery of C2 capabilities
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The NGC2 ecosystem delivers an integrated technology stack that eliminates the vertical silos between warfighting functions and provides resilience to DDIL environments. P
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What Is Next Generation Command & Control (NGC2)
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This approach prioritizes investments in 4 layers of the technology stack: 1) Application Layer: User interfaces and tailorable applications; 2) Data Layer: Data ingest,

fusion, and analytics; 3) Infrastructure Layer: Hardware-agnostic compute resources; 4)Transport Layer: Automated routing across satellite and radio transport links

NGC2 “Full Stack”

Applications

Data/ Al

Infrastructure

Transport

Capabilities

Warfighting Applications (Maneuver and
Support), Commeon Applications, CI/CD
Pipeline for 3™ party applications

Application Services, Analytic Services, Al/ML

Services, Data Abstraction Layer (Cloud &
Tactical)

HW/Cloud Infrastructure, Common Base
Platform Services, Cloud / Edge
Microservices, Common Orchestration

Flat, global mesh architecture, Al-driven
software defined, DDIL survivable
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Solutions (Current and Potential)

C2 Apps, Fires (AXS), Sustainment, Intel, Airspace,
Intel, Predictive Logistics

Prototyping Foundry and Raft solutions with
associated services

Tactical Edge Compute (SBU-E & Secret), Tablets
(SBU-E & Secret), SDN, Autopace SW, NW Mgmt
Tools

pLEO, LEO-GEQ, 5G Bubble LOS, Public 5G, Mid-Tier
Backhaul, Network Extension MANET (Mounted and

Dismounted), Air to Ground

The NGC2 ecosystem is a full stack of capabilities...

Apps

+  Continuous Improvement IAW
SE Best Practices

+ Highly Adaptive
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Continuous Improvement at
Moderate Cycle Rate
Common and Composable

Integrated Data Services Layer

Common across Warfighter Services |,

APP SERVICES ANALYTIC SERVICES AI/ML SERVICES TRAINING/ SIM SERVICES

+ Cuco ¢ DataAnalysis ¢ Model Training o Immersive

+  UsageMonitoring ||+ DataTransformations ||+  Model Validation ¢ Talorable

¢ ICAM ¢ DataVisualization ¢ Model Sewing ¢ Predictive Mission

+ Obsenvability ¢ ModeLife Cycling Analysis

Data Abstraction Layer (Cloud + Tactical) Data
APIDataProductRegistry *  Data Pipelining/TransformationSenvices |+ Warfighter

+ OpenAPis + DataOps Implementation

+ Unified IDAM/ICAM + Robust, Common Storage of the UDRA

Compute

¢+ HW/Cloud Infrastructure

+ Common Base Platform Services
¢ Cloud/Edge Microservices

+ Common Orchestration

: API Layer I

Transport

¢ Lean, Flat, Global Mesh Architecture
+ Al-driven, Software Defined

+ Data-Centric, Quantum Resistant

¢ DDIL Survivable

Flat Architecture.

Virtualized Bandwidth

Mobile/Survivable

I API Layer I

with integrated
warfighting systems...

supported by an
integrated data layer...

that operate seamlessly
over both cloud and edge
computing...

and plug into /
autonomously use a
variety of network
solutions (e.g., mesh net
radios, pLEO terminals,
cellular, etc.)...

The NGC2 strategy moves the Army away from a hodgepodge of bespoke vertical systems providing singular warfighting functions to a C2 ecosystem built on
a foundational data layer, supported by connected infrastructure, optimized for seamlessly integrating with the network layer transport components.
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Upcoming Industry Partner Opportunities
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General
industry inquiries

U.S. ARMY

For all non-TEM industry related inquiries

and/or to request an engagement with the
PEO/SMEs, complete the TILO form at

https://jtnc.experience.crmforce.mil/JTNC/s/peoc3n-tilo

Date: December 3-5, 2025 or use QR code below:
Location: Myer Auditorium, APG, MD

Dress Code: Military: Duty Uniform, Civilian: Business Casual @"[S?'p o
Format: Hybrid (all sessions will be Teams Live Events and recorded for viewing after) ',: ;:"I_'Fig
Schedule: @

3 DEC: Strategic Sessions — Go to SAM.gov to respond to RFI re: topic presentation opportunities
4 DEC: PM 1:1’s (Mallette Auditorium)
5 DEC: TEM 15 (Myer Auditorium)

For the latest information on TEM 15, visit the Joint Tactical Networking Center’s

Joint Communications Marketplace or SAM.gov
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https://jtnc.experience.crmforce.mil/JTNC/s/login/
https://jtnc.experience.crmforce.mil/JTNC/s/peoc3n-tilo
https://jtnc.experience.crmforce.mil/JTNC/s/peoc3n-tilo
https://jtnc.experience.crmforce.mil/JTNC/s/peoc3n-tilo

QUESTIONS?
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